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Abstract

In cach vear millions of students drop out without completing their educational
course. In such a case, both the individual student and institution will have an effect of
dropping out. The proposed research pays significant attention towards analysing the
higher education and college students to identify their behaviour, which leads them (0

discontinue in the early stage and stop the dropout by taking necessary action towards the

dropout reason. This in turn results in the lack of skilled workspace and weaken the pro-
ductive system of the country and also student dropouts are more likely to become 45 the
recipients of unemployment subsidies.

This research is more focused on the dimension reduction techmques, which i

volves both the feature selection and feature extraction methods. It also aims to
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nstitutions and education authorities, as low graduation rates expand social ayy g Ceon
lr

mequalities and stvmie country growth. As a result, students tend to ignore of Cven
€8y
¢

their issues as Jong as possible because of a certain helplessness, [earing (he Dain ¢
posing themselves to themselves. )
In this rescarch, first to identifies an exact factor for the student dropoy, It cap, an
done through dimension reduction. A dropout early warning system may assis¢ Univepg e
nes or colleges in recognising students who are on the verge of dropping out ang Cncoy,,
aging them to act. Howev er, the predicting of children dropout can be analyseq by dagy
mining which may assist in identifying the early dropout prediction from nstitution but
need to improve their intellectual skills have become complex and challenging task the
mstitutions by providing collaborative learning tool for retaining the student in thej; aca-
demic performance. Therefore, the research is focused on those aspects of improxdng
academic performance of those respective students to avoid student’s dropout rate,
Development of dimension reduction using PCA to identify an accurate predic-
uon of dropout students by various ML algorithms. The early prediction satisfying ther
requirements. Principal Component Analysis, or PCA, is a technique of dimensionality-

reducton that is often used by transforming a large set of variables into a smaller one that

sull preserves most of the information in the large set to minimise the dimensionality of

large data sets.

Methodology

This research focused on dimension reduction which involves both feature selec
uon and feature extraction techniques while the approach of characteristic choice is a step-

by-step procedure that is used to choose the right attribute from a given attribute units.

The scholars at danger are possibly without carefully thought about the awful implications

t. The

early intervention told by the early warning system of dropouts will redirect Howeve? the

of their decisions, or without getting the ability to speak to experts, they drop ou
- )

predictng of students dropout can be analyse(] by data mining which may assist 12 ident

fying the carly dropout prediction from mstitution but need to improve their intellecti

skills have become complex and challenging (ask (o the institutions by providing collabe

ative les 1 . ; O
rative learning tool for retaining the student in their academic perlormance. Therelo!
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This s illustrated in two phases,

. i \ A\
Phase 1 = Tdentification of Dropout student by ML

(®}

-1 7 I'd v arm
. o Phase 9 - Improving dropoult student skills by Collaborative Leannmg i

~

Engagement _

The input section takes data from universities or colleges with severg] Varigh,,
which may assist 1o cover all kind of aspect to identify more precisely about dropoy Play,
nmg of future in carly stage. Among these variables as [eatures can be selecteq and ey,
tracted by dimensional reduction concept of principle compound analysis (PCA),

Once the data get pre - processed, the dimensional reduction is executeq gpq
progressed to Support Vector Machine (SVM) ML algorithms for accomplishing betier
accuracy in predicting the exact dropout students present in this university. The workfloy

of phase 1 is shown in the figure 2.

Students information from universities or colleges

!

Data preprocessing as missing imputation

!

Feature selection by signficant testing

!

Feature extradtion by factors of PCA

'

Train and test dataset with ML algorithm

A 4

Prediction of dropout students with better
accuracy

{ Figure 2 - Improving Dropout Student Skills By
| Colaborative Learning

|
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Hardware Environment

The selecton of hardware 1s very important in the existence and proper working
of any software. Then selection hardware, the size and capacity requirements are also

mportant.

(&)

Processor; Pentium Dual Core 15 or above
o Primary Memory: 4GB RAM or above
Storage: 120 GB hard disk or above
Display: VGA Colour Monitor

O

(@]

o Key Board: Windows compatible

o Mouse: Windows compatible

Software Environment

For the proposed rescarch to work properly, it 1s necessary that following software
are installed and running on the server / client. One of the most difficult tasks is sclecting
software for the research, once the research requirements is found out then we have to
determine whether a particular software package fits for those research requirements.

The application requirement:
Operating System: Windows 7 or above, Android version 5 or above
Front end: Python, Android
O Back end: MySQL

O Server: Apache (Wamp)

©)

IDE: PyCharm (website), Android studio (android app)

O  Framework: Flask
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App Features
In this publication, we have proposed a dropout warning system, through Whicl
we can recognize the students who are on the verge ol dropping out in carly stage, Her, 8
we can provide collaborative learning tools for improve their intellectual skills,
The apphcation’s main characteristics are:
o Itisaweb and android combo application.
o The application automates the activities of educational institutions.
o The application detects the students who are going through the dropout situation
earliest.

o Italso supports collaborative learning tools.

Conclusion

The framework is based on the constructive concept for adopting CL and engage-
ment type of learning to the dropout students. Principal Component Analysis 1s the Un-
supervised Learning Algorithm. PCA implements the Dimensionality Reduction tech-
nique. The goal of PCA 1s the removal of irrelevant features while developing a model.
PCA extracts the most dependent features contributing to the output. This research ma-
jorly focused on the student who gets stressed and planned for dropping. However, the
proposed method may assist in improving the mental ability, interactive and communi-
cating with each other without hesitation in sharing their thought. One of the interactive
modes is collaboration for the students to share their knowledge and constructing their
problem-solving ability by interactive with instructor and the group members.

Thus, the overall outcome of dropout predicted student can be evaluated through
hypothesis support of LAP, whereas that exact identification of predicting dropout student
can be casily identified by PCA with ML. Hence, through the application, can improve

the mtellectual skills of such students and by through we can reduce the dropout rate.
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